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Preface

GeoS 2005 was the 1st International Conference on Geospatial Semantics. It was
held in Mexico City, November 29 and 30, 2005.

Within the domain of geographic information science (GIS), semantics has
become one of the most prominent research themes over the last few years. Such
concepts as ontology-driven geographic information systems and the geospatial
Semantic Web have fuelled a plethora of research in such areas as geo-ontologies
and semantic similarity. These topics complement the traditional focus in GIS re-
search, which has dealt primarily with geometric entities, their spatial relations,
and efficient data structures. Geospatial semantics are expected to play an in-
creasingly important role for next-generation spatial databases and geographic
information systems, as well as for specialized geospatial Web services.

GeoS 2005 was organized in order to provide a forum for the exchange of state-
of-the-art research results in the areas of modeling and processing of geospatial
semantics. Of particular interest were contributions that addressed theories for
geospatial semantic information; formal representations for geospatial data; mod-
els and languages for geo-ontologies; alignment and integration of geo-ontologies;
integration of semantics into spatial query processing; similarity comparisons of
spatial datasets; ontology-based spatial information retrieval; ontology-driven
GIS; geospatial Semantic Web; and multicultural aspects of spatial knowledge.

This volume contains 19 papers, which were selected from among 42 submis-
sions received in response to the Call for Papers. Each submission was reviewed
by three or four Program Committee members and 15 long and 4 short papers
were chosen for presentation. Authors of papers included in this volume come
from 11 different countries, highlighting the breadth of the international research
community that focuses its attention on geospatial semantics. The program was
rounded off with an invited keynote by Jerry Hobbs, and poster presentations.

We are indebted to many people who made this event happen. The members
of the Program Committee offered their help with reviewing submissions. Our
thanks go also to Miguel Torres, Marco Moreno, Rolando Quintero, and Giovanni
Guzman, who formed the Local Organizing Committee and took care of all the
logistics. The Centro de Investigacién en Computacion, Mexico City, Mexico,
was the local host and co-sponsored GeoS 2005. Finally, we would like to thank
all the authors who submitted papers to GeoS 2005.

November 2005 M. Andrea Rodriguez
Isabel F. Cruz

Max J. Egenhofer

Sergei Levashkin



Organization

Organizing Committee

General Chair

Program Chairs

Local Organization

Sergei Levashkin
Centro de Investigacién en Computacién,
Mexico City, Mexico

M. Andrea Rodriguez

Universidad de Concepcién, Chile
Isabel F. Cruz

University of Illinois at Chicago, USA
Max J. Egenhofer

University of Maine, USA

Centro de Investigacién en Computacién,
Mexico City, Mexico

Miguel Torres (Chair)

Marco Moreno

Rolando Quintero

Giovanni Gizman

GeoS 2005 Program Committee

Naveen Ashish
Brandon Bennett
Stefano Borgo
Gilberto Camara

Clodoveu Dayvis Jr.

Frederico Fonseca
Andrew U. Frank
Christian Freksa

Mark N. Gahegan
Adolfo Guzmén-Arenas
Stephen C. Hirtle
Kathleen Hornsby
Christopher B. Jones
Marinos Kavouras

Craig Knoblock

NASA Ames Research Center, USA

University of Leeds, UK

Laboratory for Applied Ontology, Italy

Instituto National de Pesquisas Espaciais,
Brazil

Pontificia Universidade Catoélica de Minas
Gerais, Brazil

Pennsylvania State University, USA

Technical University Vienna, Austria

University of Bremen, Germany

Pennsylvania State University, USA

Instituto Politécnico National, Mexico

University of Pittsburgh, USA

University of Maine, USA

Cardiff University, UK

National Technical University of Athens,
Greece

University of Southern California, USA



VIII Organization

Werner Kuhn

David M. Mark
Marco Painho
Sudha Ram

Jose Ruiz-Shulcloper

Shashi Shekhar
Amit Sheth
Barry Smith

Stefano Spaccapietra

Stephan Winter
Michael F. Worboys

University of Muenster, Germany
University at Buffalo, USA
ISEGI, Universidade Nova de Lisboa, Portugal
University of Arizona, USA
Centro de Aplicaciones de Tecnologias
Avanzadas, Cuba
University of Minnesota, USA
University of Georgia, USA
Saarland University, Germany,
and University at Buffalo, USA
Swiss Federal Institute of Technology,
Lausanne, Switzerland
University of Melbourne, Australia
University of Maine, USA

GeoS 2005 Additional Reviewers

B. Aleman-Meza
Yao-Yi Chiang
Scott Farrar
Dan Goldberg
Margarita Kokla

Cedric du Mouza
Menakshi Nagaraja
Konstantinos Nedas
Matthew Perry
Laurent Prevot
Mohammad Reza
Kolahdouzan
Snehal Thakkar
Christelle Vangenot
Huiyong Xio

University of Georgia, USA

University of Southern California, USA

University of Bremen, Germany

University of Southern California, USA

National Technical University of Athens,
Greece

CNAM Paris, France

University of Georgia, USA

University of Maine, USA

University of Georgia, USA

Laboratory for Applied Ontology, Italy

University of Southern California, USA

University of Southern California, USA
EPFL Lausanne, Switzerland
University of Illinois at Chicago, USA

Sponsoring Institutions

Instituto Politécnico Nacional (IPN), COFAA-IPN, CGPI-IPN, Mexico
Centro de Investigacién en Computacién (CIC), Mexico
Consejo Nacional de Ciencia y Tecnologia (CONACYT), Mexico



Table of Contents

Theories for the Semantics of Geospatial Information

Comparing Representations of Geographic Knowledge Expressed as
Conceptual Graphs
Athanasios Karalopoulos, Margarita Kokla, Marinos Kavouras . . . . ..

Ontology Ontogeny: Understanding How an Ontology Is Created and
Developed
Hayley Mizen, Catherine Dolbear, Glen Hart .....................

Representing the Meaning of Spatial Behavior by Spatially Grounded
Intentional Systems
Christoph Schlieder . ....... ... . .

Formal Representations for Geospatial Data

Processes and Events in Dynamic Geo-Networks
Antony Galton, Michael Worboys . ...,

A Qualitative Trajectory Calculus and the Composition of Its Relations
Nico Van de Weghe, Bart Kuijpers, Peter Bogaert,
Philippe De Maeyer ... ... ...

Modeling Noteworthy Events in a Geospatial Domain
Stephen Cole, Kathleen Hornsby ......... ... .. ...

Similarity Comparison of Spatial Data Sets

Measuring Semantic Similarity Between Geospatial Conceptual Regions
Angela Schwering, Martin Raubal .. ..... ... .. ... .. .. ... ...

Using Semantic Similarity Metrics to Uncover Category and Land
Cover Change
Ola ARlQuist . . . oo

Measuring Arrangement Similarity Between Thematic Raster
Databases Using a QuadTree-Based Approach
Denis J. Dean . ...

15

30

45

60

77

90



X Table of Contents

Ontology-Based Spatial Information Retrieval

Extending Semantic Similarity Measurement with Thematic Roles
Krzysztof Janowicz . . ...

Exploiting Geospatial Markers to Explore and Resocialize Localized
Documents

Christophe Marquesuzaa, Patrick FEtcheverry,

Julien Lesbequeries .. .. ...

Ontology Matching for Spatial Data Retrieval from Internet Portals
Hartwig H. Hochmair ........ .. . . . ..

Geospatial Semantic Web

Geospatial Semantic Web: Architecture of Ontologies
Dave Kolas, John Hebeler, Mike Dean ...............c.cccoueni...

Formal Approach to Reconciliation of Individual Ontologies for
Personalisation of Geospatial Semantic Web
Pragya Agarwal, Yongjian Huang, Vania Dimitrova ...............

Incorporating Update Semantics Within Geographical Ontologies
Xuan Gu, Richard T. Pascoe ...........c.cu e eneniiaunnnnn.

Short Papers

Purpose-Driven Navigation
Neeharika Adabala, Kentaro Toyama ......... ... ... ..

Mobile GIS: Attribute Data Presentation Under Time and Space
Constraints
Lasse Moller-Jensen . ... ..o e

Ontology-Driven Description of Spatial Data for Their Semantic
Processing

Miguel Torres, Rolando Quintero, Marco Moreno,

Frederico FONSECa . ... ...

An Interstage Change Model for Sandbox Geography
Florian A. Twaroch . ........ ...

Author Index . ... ... . .



Comparing Representations of Geographic Knowledge
Expressed as Conceptual Graphs”

Athanasios Karalopoulos, Margarita Kokla, and Marinos Kavouras

National Technical University of Athens,
15780, Zografos Campus, Athens, Greece
akaralop@mail .ntua.gr, {mkokla, mkov}@survey.ntua.gr

Abstract. Conceptual Graphs are a very powerful knowledge and meaning rep-
resentation formalism grounded on deep philosophical, linguistic and object
oriented principles [1], [2]. Concerning geographic knowledge representation
and matching, the study and analysis of geographic concept definitions plays an
important role in deriving systematic knowledge about concepts and comparing
geographic categories in order to identify similarities and heterogeneities [4].
Based on the proposed algorithm for the representation of geographic knowl-
edge using conceptual graphs, we also present a method that takes into consid-
eration the special structure of conceptual graphs and produces an output that
shows how much similar two geographic concepts are and hence which concept
is semantically closer to another. For producing the conceptual graph represen-
tation of any geographic concept definition we follow two steps, tagging and
parsing, while for measuring the similarity between two geographic ontologies
we apply proper modifications to the Dice coefficient that is mainly used for
comparing binary structures.

1 Introduction

Conceptual Graphs are a powerful knowledge and meaning representation formalism
grounded on deep philosophical, linguistic and object-oriented principles [1], [2].
They provide extensible means of capturing and representing real-world knowledge.
Fundamental studies about Conceptual Graphs and some of their applications in the
field of Knowledge Representation are found among others in [3].

Concerning geographic knowledge representation, the study and analysis of geo-
graphic concept definitions plays an important role in the attempt to derive systematic
knowledge about concepts and compare geographic categories in order to identify
semantic similarities and heterogeneities [4]. Therefore, the exploitation of effective
methods for the representation of geographic definitions forms the basis of the re-
search for analyzing geographic concepts in order to structure their meaning and ex-
tract semantic information.

The purpose of the present research is to develop an algorithm for the representa-
tion of geographic knowledge using conceptual graphs and then, based on the

* This work extends the use of conceptual graphs in geographic knowledge representation as
first introduced in [18]. It also addresses the issue of comparison.

M.A. Rodriguez et al. (Eds.): GeoS 2005, LNCS 3799, pp. 114, 2005.
© Springer-Verlag Berlin Heidelberg 2005
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proposed methodology and the special features and structures of conceptual graphs, to
describe a well-defined process for comparing two geographic concept definitions in
order to quantitatively measure their semantic similarity. The comparison process
takes into consideration the structure of the corresponding conceptual graphs and pro-
duces an output that shows how much similar two geographic concepts are and hence
which concept is semantically closer to another.

By introducing an algorithm that takes a geographic concept definition as input and
produces the corresponding conceptual graph representation, we achieve to break
many limitations and obstacles in the extraction of semantic information from defini-
tions of geographic concepts. Furthermore, we provide alternative deterministic
means of facilitating semantic interoperability since the similarity between geographic
ontologies depends on specific results of the introduced method for comparing geo-
graphic ontologies.

2 Related Work

During the last years, research has been done in order to represent and extract infor-
mation about geographic concepts. Approaches on geographic knowledge representa-
tion include methodologies that are based on analyzing geographic concept defini-
tions and finding effective representations. These can be found among others in [5]
and [6].

Conceptual Graphs are a diagrammatic and expressive way of knowledge represen-
tation that was firstly introduced for the representation of contents of natural language
texts. According to the conceptual graph theory [7], a conceptual graph is a network
of concept nodes and relation nodes. The concept nodes represent entities, attributes,
or events (actions) while the relation nodes identify the kind of relationship between
two concept nodes.

Conceptual Graphs are formally defined by an abstract syntax that is independent
of any notation, but the formalism can be represented in either graphical or character-
based notations. In the graphical notation, concepts are represented by rectangles,
conceptual relations by circles and the arcs that link the relations to the concepts are
represented by arrows. The linear form is more compact than the graphical and it uses
square brackets instead of boxes and parentheses instead of circles.

Research into establishing comparison methods for similarity measurement be-
tween two conceptual graphs is included in [8] and [9]. The main goal of the proposed
approaches is to determine whether a query graph is completely contained in any
given conceptual graph.

On the other hand, in many text-oriented applications, comparison methods for text
representations are proposed and implemented. For instance, in [10] different types of
coefficients are introduced for similarity measurement of various data structures and
representations. Among them, the Jaccard coefficient, the Cosine coefficient and the
Dice coefficient are mainly used for comparing binary structures not only because
their results are widely accepted, but also because they are very simple.

Our algorithm for similarity measurement is based on the Dice coefficient, which
is calculated using the following formula:
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Spi,p2=2C (Dy,2) / (C (D)) + C(Dy)) (1

C (Dy, ,) is the number of terms that the two representations (D; and D,) have in
common and C (D;), C (D,) is the total number of terms in D; D, respectively. Its
simplicity and normalization are the main reasons for taking it as the basis for our
proposed algorithm.

After adopting proper modifications to the above formula due to the special struc-
ture and content of conceptual graphs representing geographic concept definitions, we
propose a comparison methodology that measures similarity quantitatively and can be
used as a matching criterion for similarity measurement between two geographic
ontologies.

3 Unfolding Concept Definitions

Every geographic concept definition is usually given by a few sentences that contain
two types of information: the genus and the differentia. The genus, or hypernym,
specifies the class in which the concept is subsumed and contains information that is
frequently used for concept taxonomy construction. On the other hand, the differentia
specifies how different that concept is from the other concepts in the same class. It is
a set of attributive adjectives and prepositional phrases that differentiates words with
the same genus. It can also provide the purpose, the location, the look and many other
aspects of general knowledge through the existence of one or more sub-clauses, each
one giving a different kind of general information.

For example, Table 1 shows the genus and the differentia of the definition: A Ca-
nal is a long and narrow strip of water made for boats and irrigation. This definition
of the concept Canal appears in the lexical database WordNet [11].

Table 1. Genus and Differentia of the geographic concept Canal

Genus Strip

Long, narrow (attributive adjectives)
Differentia Of water (prepositional phrase)

Made for boats and irrigation (sub-clause)

Moreover, we consider that every definition of a geographic concept consists of
two parts: the main and the secondary part. The main part of the definition is the
clause that contains the genus, its attributive adjectives and the prepositional phrases
describing the genus, while the secondary part contains the given sub-clauses, which
further describe the geographic concept.

The main part consists of the determinant section, which follows the general form
[{article}+{concept name}+{is}], and the attributes section. The attributes section is
the descriptive clause of the main part that contains the genus, the attributive adjec-
tives and the prepositional phrases. The attributes section has the general form: [{at-
tributive adjective}*+{genus}+{prepositional phrase}*], where the asterisk declares
one-or-many. Table 2 shows the above parts in the definitions of the concept Canal.
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Table 2. Canal Definition’ s main and secondary parts

Determinant section | Attributes section
A Canal is A long and narrow strip of water

Main part

Secondary part | Made for boats and irrigation (sub-clause)

The secondary part of a definition contains one or more clauses that provide a par-
ticular kind of information (purpose, location, etc.). Each sentence in the secondary
part contains a reserved phrase (for example: used for, located at, made for etc.) that
indicates the semantic relation of the provided information [4]. In the above example,
the secondary part contains only one sentence (‘made for boats and irrigation’) in
which the deserved phrase ‘made for’ declares that the sentence describes the purpose
of the described concept.

4 Representation Algorithm

The proposed methodology transforms the definition of a geographic concept into the
corresponding conceptual graph without losing any of the information contained in
the definition. The representation algorithm consists of two main steps: tagging and
parsing. In the first step, we follow appropriate rules to tag every word of the concept
definition. In the second step, we apply a deterministic algorithm in order to parse the
tagged definition and create the corresponding conceptual graph.

Alshawi [13] was the first who developed the idea of using a hierarchy of phrasal
patterns to identify formulas in concept definitions. Later on, other researchers [14],
[15] proposed the method of parsing the definition first, and then doing a search to lo-
cate defining formulas and use some heuristics to find the words involved in the rela-
tions. This paper is based on the last approach. We parse a geographic definition sen-
tence before we transform it into a conceptual graph and then perform further steps at
the graph level.

We separately tag and parse the main and the secondary part of a geographic con-
cept definition. In that way, we produce two conceptual graphs, one corresponding to
the main part of the definition and the other to the secondary one. By joining them,
we result in the complete conceptual graph representation of the geographic concept.

4.1 Tagging

Every definition is made of tokens. Table 3 summarizes the chosen parts of speech
(tags) that we associate with the words of the main and the secondary part of the geo-
graphic concept definition. The difference between ‘vb’ and ‘v’ tags is that ‘vb’ al-
ways belongs to the determinant section of the main part and represents the special
verb that introduces the definition of the geographic concept.

Concerning the determinant section, which always consists of an {article}, the
{concept name} and the verb {is} (for example: ‘A Canal is’), it is tagged using the
abbreviations ‘art’, ‘n’ and ‘vb’. Therefore, the tagging step for the determinant sec-
tion of Canal produces the output: ‘{A (art) Canal (n)} {is (vb)}’.
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Table 3. Tags used in the first step of the algorithm

Article | Noun Yer,t’) Verb | Adjective | Preposition | Conjunction Reserved
be Phrase
Art n vb v adj prep conj p

As regards the attributes section, which contains the genus, the attributive adjec-
tives and one or more prepositional phrases, it is classified into the general form [{at-
tributive adjective}*+{genus}+{prepositional phrase}*]. Consequently, it is tagged
using the abbreviations ‘adj’ for all attributive adjectives, ‘n’ for the genus and ‘prep’,
‘n’ for the prepositional phrases. Thence, the tagging process on the attributes section
of ‘Canal’ produces: ‘{a (art) long (adj)} {and (conj)} {narrow (adj)} {strip (n)} {of
(prep)} {water (n)}’.

Finally, for the secondary part of a concept description, which contains one or
more sentences, we apply the tagging process in each one of them. The abbreviation
for the reserved phrase is ‘rp’ (made for, used for, located at, etc.) while the rest
words of the secondary part are usually tagged with the abbreviations ‘n’, ‘adj’ and
‘conj’.

The ragging step for the given definition of Canal results in: ‘{ A Canal (n)} {is
(vb)} {a long (adj)} {and (conj)} {narrow (adj)} {strip (n)} {of (prep)} {water (n)}
{made for (rp)} {boats (n)} {and (conj)} {irrigation (n)}.

4.2 Parsing

The parsing process in the introduced methodology is an algorithmic procedure con-
sisting of three phases. In the first phase, we parse the tagged determinant and at-
tributes sections of the main part of the definition in order to create the correspond-
ing conceptual graph. Next, we apply parsing rules in all clauses that belong to the
tagged secondary part of the definition ending in the creation of the corresponding
conceptual graph for each clause. Finally, we combine the previously created
conceptual graphs in a single one that represents the entire geographic concept
definition.

Parsing Determinant and Attributes Sections (Main Part)

The conceptual graph of the tagged determinant section ({article (art) concept name
(n)}{is (vb)}) always follows the general form of Figure 1. The concept type {genus)}
refers to the genus contained in the attributes section of the tagged main part. Figure 2
shows the conceptual graph for the representation of the deferminant in the phrase ‘A
Canal is a ...strip..." .

{concept (— be — (genus}

namej:{article}

Fig. 1. Conceptual graph representing the determinant section
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Canal: A (— be ——> strip

Fig. 2. Conceptual graph for Canal’s determinant

Concerning the attributive adjectives (tagged with ‘adj’) in the attributes section,
we define one concept type for each one of them, which is connected to the genus
concept type via a concept relation of type ‘arr’ (Figure 3).

Moreover, for every tagged prepositional phrase, we introduce a conceptual rela-
tion of type ‘preposition’ which is also connected to the genus of the definition and to
the graph that corresponds to the remaining terms of the prepositional phrase. In gen-
eral, a tagged prepositional phrase consists of one preposition (tagged with ‘prep’),
one or more attributive adjectives (tagged with ‘adj’) and nouns (‘n’): {preposi-
tion}{attributive adjectives}*{noun}*. The attributive adjectives (if exist) characterize
the noun (for example: ‘a strip of water’ or ‘a strip of cold water’). Figure 4 contains
the general form of the conceptual graph corresponding to the prepositional phrase of
type {preposition}{attributive adjective}{nounj.

{attr.
=) adj. 1}

\ {attr.
adj. 2}

Fig. 3. Conceptual graph general form for attributive adjectives

{concept
namej:{article} = be =] {genus]

{genus} — {noun} N {attributive

adjective}

Fig. 4. Conceptual graph general form for every prepositional phrase

Therefore, for the given definition of ‘Canal’, the main part is represented as follows.

Canal: A (— be

Fig. 5. Canal’s main part conceptual graph



Comparing Representations of Geographic Knowledge Expressed 7

Parsing Secondary Part

Every sentence in the secondary part, as resulted from the tagging process, consists of
a reserved phrase that reveals the sentence’s semantic relation type and the remaining
part providing the information itself or value of the relation (for example ‘made for
boats and irrigation’). In the parsing procedure, the tagged reserved phrase is trans-
formed into the corresponding concept type (for example ‘made for’). This concept is
related to the genus concept via a concept relation of type ‘agent’ and to the concept
types that correspond to other structural elements of the sentence via a concept rela-
tion of type ‘object’.

Figure 6 shows the general conceptual graph representation form of a definition’s
secondary part. We consider that the general type of every sentence in the secondary
part is: {reserved phrase}({attributive adjectives}{information})*, where the ‘infor-
mation’ is represented with the concepts ‘info 1°, ‘info 2°.

{attr.
adj.1}

{info 1}

{attr.
adj.2}

{reserved
phrase}

e |

{attr.
, ) adj. 1}

{info 2}
\ — {attr.
adj.2}

Fig. 6. Conceptual graph general form for the secondary part

Figure 7 shows the representation of the secondary part of the ‘Canal’ definition.

[@—} boat
\@—} irrigation

Fig. 7. Conceptual graph representation for Canal’s secondary part

The above step draws from the methodology for analyzing definitions and extracting
information in the form of semantic relations which was introduced by [15] and further
pursued by [16] and [17]. This approach consists in the syntactic analysis of definitions
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and in the application of rules, which examine the existence of certain syntactic and
lexical patterns. Patterns take advantage of specific elements of definitions, in order to
identify a set of semantic relations and their values based on the syntactic analysis.

Combination
The combination of the conceptual graphs corresponding to the main and secondary
parts of a geographic concept definition produces the integrated representation of the
definition. It is the simplest step in the overall procedure since both of the two graphs
contain the common concept ‘genus’.

Figure 8 represents the conceptual graph corresponding to the output of the parsing
method for the main and the secondary parts of the definition: ‘A Canal is a long and
narrow strip of water made for boats and irrigation’.

Canal: A

Fig. 8. Conceptual graph representing Canal’ s concept definition

5 Comparison Algorithm

Analyzing geographic concept definitions constitutes an effective way for revealing
and capturing geographic knowledge. Based on the proposed algorithm for represent-
ing geographic knowledge using conceptual graphs, we introduce a straightforward
methodology for the semantic comparison of two geographic concepts.

The procedure takes as input two geographic concept definitions and follows the
next steps:

1. Builds the corresponding representations of the given definitions (CG1 and CG2).

2. Determines the 1...n intersections of CG1 and CG2 (I1, 12, ... In).

3. Applies a well-defined formula in each intersection that relatively measures how
similar the two conceptual graphs are, in order to produce a real number between 0
and 1 that shows the value of similarity between the two geographic concepts ac-
cording to our algorithm.

4. Summarizes the outputs of the previous step in order to produce the overall simi-
larity value.
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In the next paragraphs, we describe the proposed comparison methodology along
with an illustrative example that semantically compares concepts Sea and Lake. The
definitions of these concepts, as they appear in the lexical database WordNet are:

e Sea: A large body of salt water partially enclosed by land.
e Lake: A body of fresh water surrounded by land.

5.1 Building Conceptual Graph Representations CG1 and CG2

For transforming the definitions of the two geographic concepts into the correspond-
ing conceptual graphs, we follow the introduced representation algorithm. Applying
the two steps, tagging and parsing, in every part of the given definitions, we construct
the conceptual graphs CG1 and CG2 shown in Figures 9 and 10.

In this step, it is necessary to find synonyms and hypernyms for category terms and
concepts. Reference ontologies, dictionaries or thesauri may provide this information,
however human intervention may also be necessary at this phase.

Lake: A

surrounded
by o |

Fig. 10. Conceptual graph representation CG2 of ‘Lake’ definition
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For the purpose of our running example, we used WordNet and Merriam-Webster
online. For example, concepts “enclosed by” and “surrounded by” are synonymous
and therefore they represent the same concept.

Exploring the two definitions and analyzing their corresponding representations
(CG1 and CG2), we conclude that they have the same genus or hypernym (‘body’),
which means that they subsume in the same class. But, concerning their differentia,
which specifies how different a concept is from another concept in the same class, we
notice that the concept ‘Sea’ is characterized by the attributive adjective ‘large’, the
prepositional phrase ‘of water’ and a single sub-clause (‘enclosed by land’) which de-
scribes further the concept, while ‘Lake’ is characterized by the prepositional phrase
‘of water’ and the sub-clause ‘surrounded by land’. The attributive adjective ‘fresh’
refers to the noun ‘water’.

The next table summarizes the differences in every part of the given definitions.

Table 4. Genus and differentia for ‘Sea’ and ‘Lake’

Definition: Sea Definition: Lake
Genus Body Body
Main part Large, of water Of fresh water
Secondary part Enclosed by land Surrounded by land

5.2 Determining Intersections I1, 12, ...In of CG1 and CG2

After comparing CG1 and CG2, we determine their intersections depending on their
structure, concept nodes and relation nodes. We name the corresponding conceptual
graphs I1, 12, ... In.

Every intersection I consists of all concept types that appear both in CG1 and CG2
and all relations that relate these concepts and appear in both CG1 and CG2. When an
intersection consists of a single concept node, then there are not any relation nodes.

Therefore, comparing the conceptual graph representations of definitions ‘Sea’ and
‘Lake’, we build the intersections 11 and 12.

Fig. 11. Intersection I1 of CG1 and CG2

surrounded by N

(enclosed by) land

Fig. 12. Intersection 12 of CG1 and CG2
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It is important to mention that we never consider the intersection of Figure 13 be-
cause it is common to all conceptual graphs that represent geographic concept defini-
tions according to the introduced methodology.

{concept | be

namej:{article}

Fig. 13. Common intersection

5.3 Applying the Proposed Similarity Formula in I1, I12...In

To determine how similar CG1 and CG2 are, based on each of their intersections, we
apply a deterministic formula that produces a number between 0 and 1. 1 indicates
that CG1 and CG2 are semantically equivalent, while O indicates that they are com-
pletely different.

Moreover, because the similarity between two geographic concepts represented us-
ing conceptual graphs depends on both the concept types that they have in common
and their position in CG1 and CG?2, it is essential to construct a similarity measure
that depends on both of these characteristics.

In the comparison algorithm, we adopt and properly reform the Dice coefficient in
order to measure the similarity between CG1 and CG2 (where CG1 and CG2 repre-
sent geographic concepts). The proposed coefficient is analogous to the Dice coeffi-
cient but it also depends on what kind of concepts the two graphs have in common.
For example, two geographic definitions that share the same genus are more similar
than two entities that have in common only one or more attributive adjectives.

Therefore, if CG1 and CG2 are conceptual graphs that represent the definitions of
two geographic concepts, I is any of their intersection and:

e Ccg1 and Ceg, represent the number of concept nodes in CG1 and CG2.

e Crgenus = 1 when I contains the common genus of CG1 and CG2 (if exists) and O
otherwise.

e Cpymamw is the number of concept nodes of I that also belong to the main part of
CG1 and CG2.

e Cpsecis the number of concept nodes of I that also belong to the secondary parts of
CG1 and CG2.

Then the conceptual similarity measure Sc of CG1 and CG2 based on their intersec-
tion I is calculated as follows:

Sc = 2(Wgenus™Crgenus + WMan*Crmam + Wsec*Crsec) (Crgenus + Crmam + 2)
Cisec) / (Cegi+Cea)
Where:

e Waenus = 0.5, is the weight of the common genus in CG1 and CG2 (if exists).

e Wyamw = 0.3 / (total number of concept nodes of CG1 and CG2 belonging to their
main part), is the weight of every concept node in I that belongs to both main parts
of CG1 and CG2.
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o Wgec = 0.2 / (total number of concept nodes belonging to the secondary parts of
CG1 and CG2), is the weight of every concept node in I that belongs to both sec-
ondary parts of CG1 and CG2.

Assigning different weights to concepts of I, depending on their position in CGl1
and CG2, we achieve to relate the value of S not only with the total number of con-
cepts that the two conceptual graphs have in common in intersection I, but also with
the exact position of every concept in I in both definition representations. This means
that the proposed similarity measure is higher for two definitions that have a number
of common concepts belonging to their main parts than two definitions that share the
same number of common concepts but in their secondary parts.

The selected values ensure that the weight of the common genus (if exists) is al-
ways bigger than the weight of any other concept the two graphs have in common and
that the weight of any common concept belonging to both main parts of CG1 and
CGQG?2 is always bigger than the weight of any common concept belonging to both sec-
ondary parts of the two graphs. In case that CG1 and CG2 are exactly the same (i.e.
they have the same genus and the same main and secondary parts), the similarity
measure equals 1.

Therefore, applying the above formula for the calculation of S¢ for I1 and 12, we
are able to measure the semantic similarity between the geographic concepts ‘Sea’
and ‘Lake’ based on their intersections:

Scan =2 (0.5 %1+ (0.3/5)*1 + (0.2/5)*0) (1 + 1 + 0) / (7 + 5) = 0.186.

Scazy =2 (0.5 %0+ (0.3/5)*0 + (0.2/5)*2) (0 + 0+ 2) / (7 + 5) = 0.026.

5.4 Estimating the Similarity Measure from Scq1), Scaz)s-+-Scan)

The exact value of the proposed similarity measure for two geographic concepts ex-
pressed by conceptual graphs is the sum of Sy, Sc)--- Scan)-

Consequently, the corresponding value for concepts ‘Sea’ and ‘Lake’ is: 0.186 +
0.006 = 0.212. From this result, it is obvious that CG1 and CG2 are semantically simi-
lar and that they do have concepts in common. In case there were a greater number of
common concepts (especially if they belonged to the main parts of the two graphs),
this value would be higher.

6 Conclusions and Further Work

The present research focuses on the representation of geographic concept definitions
using conceptual graphs and the development of a comparison methodology that is
based on the proposed representation method.

Developing a straightforward and easy-to-implement process for transforming a
structured geographic concept definition into the corresponding conceptual graph rep-
resentation breaks many limitations and obstacles in the extraction of semantic infor-
mation from definitions of geographic concepts and facilitates the implementation of
an interoperable geographic environment.

Moreover, the comparison algorithm, based on the structure and content of the
graphs expressing geographic concepts, produces as output a similarity value between
0 and 1, which shows how much two concepts are semantically close to each other.
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The present work is the first step towards establishing methodologies for identify-
ing and representing similarities between concepts in geographic ontologies. The next
step involves the extension of the introduced algorithm in order to allow measuring
the similarity between two geographic concept definitions according not only to the
conceptual similarity of their representations, but also to their relational similarity.
This is very important because of the bipartite nature of conceptual graph representa-
tions (concepts and relations).

Furthermore, we are going to incorporate characteristics which ensure that the se-
mantic similarity is measured not only quantitatively but also qualitatively and that
the similarity algorithm also takes into account the heterogeneities between two con-
ceptual graphs that represent geographic concept definitions.
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Abstract. This paper describes the development of a systematic method for
creating domain ontologies. We have chosen to explicitly recognise the differ-
ing needs of the human domain expert and the machine in our representation of
ontologies in two forms: a conceptual and a logical ontology. The conceptual
ontology is intended for human understanding and the logical ontology, ex-
pressed in description logics, is derived from the conceptual ontology and in-
tended for machine processing. The main contribution of our work is the divi-
sion of these two stages of ontology development, with emphasis placed on
domain experts themselves creating the conceptual ontology, rather than relying
on a software engineer to elicit knowledge about the domain. In particular, this
paper concentrates on the creation of conceptual ontologies and analyses the
success of our methodology when tested by domain experts.

1 Introduction

Ordnance Survey, the national mapping organisation for Great Britain, is investigat-
ing the potential benefits of introducing a Topographic Semantic Reference System to
improve the integration of topographic and thematic data. The ultimate purpose is to
enable machine understanding, which in turn provides the potential for data and ser-
vice interoperability. An ontology is an important component of a semantic reference
system, and we are therefore researching the nature of such ontologies and methods to
create them. This paper describes our current work on developing a methodology to
create domain ontologies. In part we have titled the paper “Ontology Ontogeny” to
emphasis our interest in the development of ontologies, ontogeny being the develop-
ment processes an animal undergoes from egg to adult; but in part we just thought it
too good a conjunction of terms with similar roots to miss.

Section 2 provides background to the research, explaining our motivation and plac-
ing the research in context. We provide a brief review of other approaches to ontol-
ogy construction in Section 3 and outline our own views on the structure of ontologies
in Section 4. In Section 5 we describe our own methodology and in Section 6 provide
an analysis of its success to date. Finally, Section 7 contains our closing observations
and suggestions for future research directions.

M.A. Rodriguez et al. (Eds.): GeoS 2005, LNCS 3799, pp. 15-29, 2005.
© Crown copyright 2005. Reproduced by permission of Ordnance Survey
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2 Background

Ordnance Survey has the challenge of enabling third parties to integrate their data
with the topographic data that it provides. In order for an organisation to complete its
business related tasks it is frequently necessary for multiple data sources to be com-
bined (integrated) and used together in a structured way. As there may be differences
in semantics as well as in the structure of these datasets, the data must be adapted to
fit the task, often with compromises being made. Currently, the cost of these integra-
tion and adaptation activities is a major barrier to the adoption and efficient exploita-
tion of complex datasets. An important aspect of this integration process is the recog-
nition of semantic differences between datasets. Often these differences are missed
due to incomplete documentation, but more importantly mistakes occur because of
misunderstanding due to assumptions made at the domain level. These mistakes may
be costly: subtle differences in semantics may result in data being improperly inte-
grated, which may not be noticed until after operational decisions are made.

We are investigating whether technologies currently applied to the development of
the Semantic Web, particularly ontologies, may facilitate the capture of domain
knowledge in such a way as to detect errors in data integration, or, due to the explicit
nature of the semantics, prevent them occurring at all. Ultimately this technology
could enable such integration and adaptation to occur “on the fly” — making the Se-
mantic Web a reality. Given that this cannot be fully achieved in the near or medium
term, our general approach is an incremental one. Manual processes will be system-
atically automated, eventually enabling some fully automated processes and services
and others which are significantly automated, but still require some manual input. We
are therefore initially placing an emphasis on ontologies being used as an aid to
largely manual processes.

In order to increase the understanding and acceptance of the technology of Ontolo-
gies within Ordnance Survey, we have taken the notion of Semantic Reference Sys-
tems as proposed by Werner Kuhn [1] and broadened its definition. Whilst Kuhn
describes such systems in terms of top level ontologies that provide grounding for
other ontologies, we use it to also encompass what we term foundational domain
ontologies. These are ontologies that are intended to establish de facto semantics for
a particular topic area. In the case of Ordnance Survey, it would be to establish a
Topographic Semantic Reference System. Kuhn rightly states that a Semantic Refer-
ence System is more than just an ontology: it must also support the transformations
between domains. At this stage though, our research is limited to the development of
the ontological component.

We see a Topographic Semantic Reference System as complementary to the exist-
ing Coordinate referencing system (The British National Grid) and the developing
Feature Referencing System (OS MasterMap®) [2]. Its purpose will be to provide a
common semantic definition of the principal topographic concepts applicable to this
country, which will assist users of Ordnance Survey data to automatically conflate
and adapt it with their own data. In order to build such a system however, we must
first understand the necessary structure of the ontology and how it will be constructed.
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3 Previous Approaches

The creation of an ontology is usually viewed as a knowledge acquisition task, which,
as defined by Kidd [3], involves eliciting, analysing and interpreting human expert
knowledge, and transferring this knowledge into a suitable machine representation.
Many other ontology methodologies are based around a similar structure, or contain
similar design criteria, but all differ slightly and not one has become a formal or even
de-facto standard. Uschold’s methodology and Fernandez-Lépez and Gomez-Pérez’s
METHONTOLOGY are believed to be the most representative [4]. Both methodolo-
gies propose initial modelling phases that develop an implicit shared understanding
and explicit informal human-readable glossaries before structuring the information in
a logical ontology. Uschold and King first define their classes precisely and unambi-
guously using natural language which are structured as a semi-formal hierarchy be-
fore building a logical ontology [5]. METHONTOLOGY further develops a more
systematic method for domain conceptualisation. It provides a set of tasks for assist-
ing the ontology modeller in capturing and structuring the information required for a
logical ontology using a series of tables, a “Data Dictionary”, and a series of concept
trees [6]. Some of these representations however, are clearly specific to their domain
of Chemistry and would not be suitable for a geographic ontology. In other existing
methodologies, the processes of knowledge capture and formal coding have been
carried out at the same time (for example, [7] and [8]). However, we support the
approach of Uschold and King [6] and Gémez-Pérez et al.[9], who advocate the use of
separate stages in ontology development.

The most popular methodologies [6] and [9] promote the creation of concept trees
and sub-groups of similar classes. These promote an early dependence on the struc-
tures of formal languages and encourage the ontology modellers to group classes
under familiar headings that in some cases do not represent the true logic underlying
the relationship. This is particularly true for sub-sumption relationships, for example
in a topographic ontology, concepts may be unnecessarily divided under “natural” and
“man-made” branches in a hierarchy. We believe an ontology should also be much
more than a taxonomy, and in fact, we discourage the use of hierarchies altogether, as
they decrease the potential for inference and reuse by creating dependency between
concepts. Under the umbrella of risk management, outside the world of academia, we
have found that not all domains have a clear classification structure and cannot always
be divided into small bounded modules. We have yet to look further into overcoming
difficulties found with ontology modularisation and scalability and have identified
this as an area of future research. More detailed reviews and discussions of ontology
methodologies can be found in [5] and [10].

Knowledge representation is procedural and people find it difficult to describe ex-
actly how they carry out these procedures or tasks. As the expert becomes more com-
petent in their activity, the more automatic their use of knowledge becomes, and the
less accessible it is to the knowledge engineer [11]. Past approaches in the Al com-
munity as part of the development of expert systems have tended to view knowledge
elicitation as a preliminary to the more serious business of encoding knowledge in a
software language. Rather than placing emphasis on the importance of knowledge
elicitation from a domain expert, our strategy is instead to provide the domain expert
with a set of clear and systematic steps that enable them to author a first-stage or
“conceptual” ontology themselves.
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4 Our Approach to Ontology Construction

While our methodology may be broadly applicable to the construction of any type of
ontology, we are focusing on the development of domain ontologies in particular. A
domain ontology is a formalisation of the knowledge in a subject area (domain) such
as topography, ecology, biology etc, and differs from other types of ontology such as
the task ontology (a formalisation of the knowledge necessary to solve a specific
problem or task abstracted above the level of a specific situation or organisational
context).

Each ontology can be thought of as a pair of two linked ontologies: a conceptual
ontology and a logical ontology. The conceptual ontology is intended to be primarily
for human consumption: it attempts to balance the need for maximal formality of the
ontology whilst retaining clear human comprehension. It is a means for domain ex-
perts to capture domain knowledge, which encourages them to record and describe
their ideas explicitly in a standard structure. It should be free from the constraints of
the logical ontology, and should not be influenced by the structures or rules that de-
scription logics present. The logical ontology provides a machine interpretable repre-
sentation, typically using a derivative of first order logic such as description logic and
is produced by an ontology expert familiar with languages such as the W3C standard
language for representing ontologies; OWL (Web Ontology Language). It is gener-
ated from the conceptual ontology and, as we have found, information will be lost
during this translation due to the inability of description logics to represent the true
complexity of a conceptual ontology'. We have considered the possibility of including
an intermediate stage between the conceptual ontology and the OWL ontology, where
information is transformed into a more expressive logic such as First Order Logic to
achieve a more complete representation. The advantage of the SHOIN(D) logic on
which OWL is based is however in the tractability of its reasoning. .We believe a split
between these two ontologies is important, given the difficulty most people have in
comprehending description logics and their inability to fully express the full richness
of a domain. We emphasise that the conceptual ontology should be constructed and
verified by the domain expert themselves, rather than the ontology engineer, and cite
this as an advantage of our two-stage methodology.

Conceptualising a domain before processing it in a logical ontology can play a
more significant role that simply collating information to be modelled. When sepa-
rated from the formalisms of logical modelling, the structure can be used by domain
experts themselves to record their knowledge and interpretations of their domain. In
some instances, the domain expert may not have any existing complete documenta-
tion of their domain, in which case these stages of conceptualisation and knowledge
capture are a useful mechanism for exposing domain information. While ontology
experts’ modelling techniques tend to pre-empt the knowledge structure imposed by
description logics and ontology languages such as OWL, we assume that the domain
experts are unfamiliar with ontologies and their rigorous structures. Instead of com-
municating the methodology using jargon familiar only to ontology engineers, we use
common terms that can be easily understood by our target audience. For example,

! Information loss also occurs during the creation of a conceptual ontology but this is less easily
measured.
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ELINNT3

instead of using terms like “classes”, “properties”, and “attributes” we use the words
“concepts”, “relationships” and “characteristics”. Our methodology is presented
using a systematic structure, similar to the task-based structure used by G6mez-Pérez et
al.[9], but is additionally supported by illustrations, examples, and written guidelines.
A systematic task list promotes the use of a standard ontology structure and ensures
the ontologies are produced consistently, which maximises the potential for interop-
erability between different ontologies.

5 Method for Constructing a Conceptual Ontology

Our approach is to provide domain experts with a comprehensive and systematic set
of criteria and guidelines to assist them through the entire conceptual ontology life-
cycle. The methodology is still being developed, and we describe the basic skeleton of
tasks for building a domain conceptual ontology only, supported by examples from
the flood risk management ontology. The methodology comprises four main tasks:
deciding on the requirements and content of the ontology; populating a knowledge
glossary and constructing a set of triples (relationships between concepts); evaluating
the ontologies; and finally, documentation of the conceptual ontology.

Stage 1- Preparatory

Task 1: Identifying the Requirements

At the very onset of modelling the domain knowledge, the domain expert formulates a
set of requirements for the ontology. This will provide the modeller (the domain
expert) with a clear focus for ontology content and scope. It can be used throughout
the ontology life-cycle as an evaluation tool. The criteria for identifying the require-
ments are similar to that identified by both Uschold and King [6] and Griininger and
Fox [7]. Primarily, the modeller records their definition of an ontology, their purpose
for building it (which determines which type of ontology they produce), the scope of
the intended ontology (based on the purpose), and a set of competency questions. We
advise that the scope should be contained and restricted in size, so that ontologies
produced are manageable and consistent. If the scope is large (e.g. the domain of
topography) then the modeller may wish to sub-divide the domain into further domain
ontologies (hydrology, urban areas, etc.), and integrate the modules together when
they are all complete. The competency questions will differ depending on which type
of ontology is being built. For domain ontologies, the competency questions are for-
mulated so that they can be used to check at each stage of ontology construction
whether the correct relationships have been created between the concepts, and
whether the relationships created sufficiently describe the domain. To define compe-
tency questions, some pre-conceptions about which concepts are core to describing
the domain are required. Generic examples include, “Does the ontology sufficiently
describe the domain to a level of granularity suitable for the purpose? Do all con-
cepts have at least one link to another concept?”. Examples specific to a hydrology
domain ontology within the topographic field would be: “Have I sufficiently
described the essence of being a“River” in terms of its relationships to its character-
istics and links to other concepts? Have I made the distinctions clear in the relation-
ships describing “River” and “Stream?”
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Task 2: Collecting the Data

Here, we acquire the input knowledge base needed to construct the conceptual model,
based on the purpose, scope and competency questions. When appropriate, the mod-
eller should reuse other ontologies that also suit the purpose of the ontology they are
building. We are currently developing our research for reusing single concepts and
sets of concepts and relationships from other conceptual ontologies, and the reuse of
full conceptual ontologies.

The modeller should identify any documentation that captures the knowledge they
wish to be in the ontology. The information must be suited to the purpose, be within
scope, and be true to their representation of the domain in question. Where documenta-
tion is not available or sufficient, the ontology will be built using the domain expert’s
knowledge of the domain. FEither manually or through using semi-automated data min-
ing programmes, the modeller should extract the semi-structured sentences that contain
information required to be in the ontology. These should contain important descriptor
terms such as “and”, “or”, “sometimes”, and “not”; terms that describe probability:
“must”, “likely”, “might”, “maybe”, “sometimes”; and terms that describe possibility,
including “usually” and “typically”. It should then be verified that these sentences are
complete within themselves, and complete in terms of recording all necessary informa-
tion required. The aim is to reduce ambiguity by restructuring sentences, but ensure
information is not lost. The sentences are then validated against the goals or purpose. It
is well understood [12] that the linguistic and logical meanings of “and” and “or” are
different. By recording these semi-structured sentences, our methodology provides the
logical ontology modeller with a documentation trail so that he or she can check back to
understand exactly which of the two possibilities the domain expert meant.

Stage 2: Populating a Knowledge Glossary

The first step in capturing and structuring the domain knowledge is to populate a
knowledge glossary. Comparisons can be drawn with the “Data Dictionary” and the
“Tables of attributes” proposed by Gomez-Perez et al. [9], but the glossary is more
suitable for an audience less familiar with “classes” and “attributes”. We have used
common natural language for the glossary headings and provide guidelines to assist the
domain experts in identifying the correct information. Table 1 provides an example of
two concepts from the flood risk domain ontology populated in a knowledge glossary.

Table 1. Knowledge Glossary

Term Synonym Natural Linguistic Concep- Core / Core Value and Rules,
term language text term tual Sec. concepts units constraints
definition ontology chars and assump-
term tions
Flood Flood A map classify- Noun Concept Core Has scale Scale: Scale is for
risk map ing risk into risk Shows 1:25000 to regional maps
map levels applicable risk level 1:100000
to different areas.
Is an A relationship Verb Relation- Core Has inverse
input term to describe ship relationship
of the link between (has input)
two concepts,
where one is
used in the
creation of the
other.
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The information required for the glossary is extracted from the semi-structured
sentences and enhanced by the domain expert. The modeller is encouraged to record
the linguistic definition of a term (e.g. noun, verb) as an intermediate step to identify-
ing which terms are concepts in the ontology and which are relationship terms or
characteristics (attributes). The nouns are more likely to be concepts and verbs are
most likely to be relationship terms. Defining the terms and recording these is a use-
ful means for the domain expert to clarify their definition and interpretation of the
term and its use within the ontology. The definitions will also be used in later stages
of the methodology to identify relationships to other terms. The “core concepts”
which are key to describing the domain are distinguished from the “secondary con-
cepts” which either describe aspects of the core concepts or have differentiating rela-
tionships with them. This is useful for later stages of modelling. Secondary concepts
are not members of the domain under consideration, but are necessary to enable con-
cepts in the domain to be related to other domains. For example in the case of hy-
drology a core concept “River” could define a relationship to a secondary concept
“Field” that would rightly belong to a different domain. Core concepts are vital to the
ontology and are presumed to have the most relations to other concepts. They should
be described within the ontology not only by their relations to other concepts, but also
by their relation to their attributes (e.g. has size, has location), or as we term them in
the conceptual ontology methodology, “characteristics”. The domain expert is en-
couraged to identify these using the semi-structured sentences and their own knowl-
edge, and will use this information to explicitly describe the core concepts by their
wholes and parts in the conceptual ontology. Characteristics of secondary concepts
are not required in the conceptual ontology. The domain expert uses the glossary to
record any assumptions, rules or restrictions governing the use of the definition, the
characteristics or values within the ontology to reduce the assumptions made when
creating the network of relationships between concepts and to avoid information loss
at this early stage in development.

We appreciate that not all the knowledge required for the ontology will be captured
from the semi-structured sentences and domain expert’s knowledge, and that the glos-
sary will undoubtedly be added to when the ontology is developed further. However,
when the modeller is content with the information they have captured, the glossary
should be validated against the purpose and scope set in the requirements stage. We
are currently developing more efficient techniques than populating a table for com-
posing the glossary and more formally testing the content of the glossary against the
semi-structured sentences.

Stage 3: Creating a Semantic Network of Triples

The next stage is to use the information captured in the knowledge glossary to construct
a concept network that describes the domain in question. A concept network visualises
an ontology as nodes (concepts) and links (relationships between concepts). This is
much more than Gomez-Perez’s “Concept Classification Trees” [9] which organise
domain concepts in taxonomies. Our approach limits the use of hierarchical relation-
ships that can encourage the creation false groupings of concepts or unnecessary
divisions between groups of concepts (e.g. the division of “natural” and “man-made”
concepts in a traditional topographic object classification), although these are not com-
pletely prohibited. Instead, we argue that richer inference can be achieved if the
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concepts are defined within themselves and through a range of relationships to other
concepts (i.e. concept-to-concept relations and concept-characteristic-relations), so the
shape and form of a semantic net is more comparable to a lattice than a hierarchy.

We have adapted Gruber’s five design criteria to reflect our own interpretations
[13]. These criteria should be used throughout the ontology life-cycle to enforce
consistency and coherence. The modified criteria are:

1. Clarity: Definitions should be expressed unambiguously to ensure the intended
meanings are comprehensible. They should represent the modellers interpretation of
their domain.

2. Coherence: Relationships should be consistent with definitions.

3. Extendibility: It should be possible to add new terms without the revision of exist-
ing definitions accepting the addition of new relationships.

4. Minimal encoding bias: The choice of terms should not be made purely for con-
venience or implementation.

5. Minimal ontological commitment: Secondary concepts should be described using
the weakest model only. These do not need to be described in terms of their character-
istics. Gruber suggests that all terms should be defined using the weakest model, thus
making as few claims as possible. But although this maximises reusability, if ontolo-
gies are to be integrated through techniques such as semantic similarity, identification
of matches between concepts will be essential. Core concepts should therefore be
described additionally by their wholes and parts through relations to their characteris-
tics although these should be both necessary and sufficient for the purpose and scope.

We specify a number of rules for creating a concept network to enforce consis-
tency of the ontologies, including the following:

a. The modeller should work bottom-up, building the ontology with the most specific
concepts which can then be generalised when necessary (identifying super-ordinates),
to prevent groups of concepts being grouped under hierarchies or false semantics.
Membership of a concept to another should be created instead by inference.

b. Multiple inheritance should only be created when the concept can inherit all of the
characteristics of both super-ordinate concepts.

c. We advise only creating hierarchies when necessary for describing the domain,
where the sub-ordinate inherits all the characteristics of its super-ordinate plus other
characteristics, or when the ontology needs to move between different levels of granu-
larity. The modeller should consider whether an alternative relationship can be used
instead.

d. If new concept or relationship terms (i.e. those that are not already in the glossary)
are needed when building the concept network they should be validated against the
scope, goal or purpose, and added to the glossary before adding them to the conceptual
ontology; this will ensure the term is used consistently with its definition.

e. If information can not be captured in the concept network, it should be recorded as
semi-structured sentences or as an example for the logical ontology modeller who will
attempt to include this information in the logical ontology.

f. If concepts or small groups of concepts are found to have no links into the rest of
the concept network, the modeller should review their inclusion in the semantic net. If
their inclusion is not suited to the scope or description of the domain they should be
disregarded.
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The domain expert should choose which method of representation both suits their
ontology and their personal preference. To date we have used two methods of visual-
ising the concept network: using network diagrams for graphically displaying links
between concepts (Figure 1 illustrates an example from the flood risk management
ontology), and creating a list of “conceptual ontology triples” where the concepts and
relationships are recorded as subject-predicate-object. Both can be difficult to man-
age if the scope of the ontology is large, and the former does not facilitate the capture
of “restrictions, assumptions and constraints”. Cyclicity and repeated triples are also
difficult to manage in a list of triples. Similarly with the glossary, we are developing
more sophisticated tools for capturing the triples using a user-friendly interface.

Has input

Flood
risk map

Flood
hazard
map

1:25000

Input of
-1:100000

g Input of
.:"Illustrates
Has coverage " 3
Has input

Regional

--------- » Relationship to characteristic

Fig. 1. Concept network for concept “Flood Risk Map”

The domain expert should use the information captured in the knowledge glossary,
plus their own knowledge to complete a concept network by completing the following
tasks systematically:

Task 1: Create the links between the core concepts and their characteristics. Addi-
tional characteristics that were not captured in the glossary can be added if suitable to
the purpose and scope. The modeller is likely to use the relationship term “has” to
create the link between a concept and its characteristic. This should be specialised
where possible to explicitly describe the link. For example, we would say “Flood
Event, Has Location, Location”, instead of “Flood Event, Has, Location”.

Task 2: Identify links between different core concepts using the most suitable rela-
tionship term that explicitly defines the type of link. For the topographic domain
ontology, we found these to primarily be mereologic (part of), topographic (next to),
and affordance relationships.

Task 3: Using the “equivalent to” relationship term, add in links between synonym
concepts. These concepts must share a full set of characteristics.
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Task 4: Create the links between core concepts and secondary concepts. These
should be relationships that describe the core concepts in terms of their relation to
other things that are not their characteristics.

Task 5: Create a relations network between the relationship terms. Similarly to the
concept networks the modeller can produce the relation network using graphical net-
work diagrams where the relationship terms are the nodes. The relation network
should identify which relationship terms are sub-ordinates, which have an inverse
relationship (e.g. “has part” and “part of”’), which are transitive (e.g. “is input of”’) etc.
If any new relationship terms are added to the model they should be added to the
glossary first. The relations network is then used to identify which relationships are
missing, incomplete, or inconsistent in the concept network. It is common for ontol-
ogy modellers to record relationships uni-directionally so it is likely that all inverse
relationships will have to be added to the concept network.

Stage 4: Evaluation of the Conceptual Ontology

The modeller should firstly check whether all information captured in the glossary has
been captured as triples or restrictions and constraints in the concept network, or has
been recorded as information loss. Secondly they should check that the information
captured in the concept and relations networks has been captured in the glossary. If
there is information missing from the glossary further checks should be made against
the scope and purpose. The modeller can now evaluate their conceptual ontology
against the following criteria:

e Logical consistency: Checks are made for cyclicity, repetitions, and missing tri-
ples. The competency questions can be used to identify core concepts and triples that
have not been captured.

e Conceptual accuracy: The domain expert should agree with the information that
has been captured as triples, in that it represents his/her own interpretation of the
domain, task or application.

e Minimal ontological commitment: Only those relationships suited to the purpose
and within scope have been created, i.e. the core concepts are well defined by their
explicit relationships to other concepts and relations to their characteristics. Secon-
dary concepts have only been used in the ontology to describe the core concepts.

e C(lear differentiation between ontologies: The concepts and relationships captured
in should be suited to the ontology type created (i.e. a domain ontology does not con-
tain concepts more suitable to a task ontology).

e Vagueness has been handled well: the modeller has attempted to capture probabil-
ity, possibility, uncertainty and fuzziness within the conceptual ontology.

¢ Information loss is recorded.

Stage 5: Documentation of Conceptual Model

The conceptual ontology documentation must include the knowledge glossary, the
concept and relationship networks, recorded information loss, and any defined rules
and assumptions made throughout the modelling process.
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6 Analysis

Our methodology for conceptual ontologies was exposed within the European Sixth
Framework project Orchestra [14] where it was accepted in November 2004 as the
standard for constructing the risk management domain ontologies. Feedback from the
domain experts, and our own experiences in using the methodology, has enabled us to
identify obstacles within the methodology that occur in real situations outside of the
academic bubble, and has subsequently been used to further develop the methodol-
ogy. We discuss the main obstacles found when building the five risk management
ontologies (for flooding, earthquakes, coastal zone, forest fire and systemic risk) here.

6.1 Problems with Scalability

The domain experts massively underestimated the amount of time required to produce
an ontology and consequently built their ontologies based on a large scope (planning
and preparation phases of risk management). The resulting conceptual ontologies
were consequently a mix of both domain and task ontology concepts and relationships
that jumped between levels of granularity and which were incomplete and inconsis-
tent. This identifies three major problems in the methodology: firstly, it does not
provide guidelines for limiting the ontology to a small scope in order to produce
smaller, more manageable ontologies; secondly, the guidelines for separating con-
cepts into those that are suitable for either domain or task ontologies are unclear; and
thirdly, there are no guidelines for modularising the ontology so that it can either be
produced by various people at the same time, or broken down into sub-domains for
later partial reuse. The solution to the first problem is fairly trivial and can be solved
immediately by encouraging the domain expert to define a small, contained and re-
stricted scope at the outset of the ontology modeling phase to ensure that ontology
construction is manageable and is more likely to be complete. The second and third
however, require further thought. We believe the processes for constructing a domain
and task ontology should differ, but we have yet to produce full task ontologies
through which we can refine the existing method to distinguish between these differ-
ent processes or develop a new methodology specifically for task ontologies. When
reviewed, the Orchestra partners’ ontologies were found to contain more task based
concepts than domain ones. We have begun to develop more technical approaches to
solving the third problem, for example using a tool suitable for conceptual modeling
that is similar to the Protégé version control system the author of the information
input can be tagged. To avoid missing concepts that lie between obvious boundaries,
the competency questions could be used to check whether all the required concepts
and relationships have been captured.

6.2 Recording Triples

The domain ontologies produced in Orchestra included many concept-concept rela-
tionships, but included limited numbers of concept-characteristic relationships where
core concepts are described by their wholes and parts. In most cases the level of ex-
plicit detail required by the conceptual ontology was not captured within the risk
management conceptual ontology triples. The types of relationships recorded were
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generic and ambiguous; for example, “Rainfall causes Flood”, from which the logical
ontology would not then infer that it was specifically that it is “heavy rainfall that
causes a river to burst its banks which then causes a flood”, which is the true logical
relationship. The tabular format for recording the triples was not the most effective
means of encouraging the level of detail required from a conceptual ontology. It also
proved difficult to identify loops of iterated relationships, repeated triples, or missing
triples. This has prompted us to develop more efficient and effective means of captur-
ing and structuring this information which include the use of text mining tools to
extract concepts from documents, along with developing our own tools to facilitate
the authoring of the domain ontology “triples”. The intention is that the tool would
take the domain expert through the steps of the conceptual ontology methodology up
to the triples stage. The triples could be stored as either RDF or as simplified OWL
concepts, whilst retaining the distance between the domain expert and the restrictions
of OWL. This would of course not be full OWL as most of the knowledge would still
be in natural language in annotation which would require further methods for trans-
forming it into a complete logical representation. We are also developing a toolset of
common ontologies that describe spatial relations, shapes (e.g. lines and polygons),
time, and other relationship terms that can be reused to produce the Ordnance Survey
full topographic ontology, or by others producing geographic ontologies.

6.3 Dealing with Information Loss

We encouraged domain experts to record any information that they could not model
as triples either against the relevant triples in a column labelled “restrictions” in the
triples table, or as semi-structured sentences. We evaluated the information loss to
identify common areas across domains where information could not be captured as
triples.

The primary cause of information loss was in the recording of fuzzy or uncertain
relationships. It is common to find that domain experts do not have an explicit model
of the conditions under which a relationship is true. This is part of the well-known
knowledge elicitation problem and therefore it is difficult for domain experts to re-
cord information at the level of detail required. Our solutions to common issues are:

1. Quantified uncertainty and probability (e.g. one flood in 100 years). In these cir-
cumstances we record the probability as a concept within the ontology.

2. Where an instance has characteristics of more than one class (e.g. a section of a
floodplain containing a number of different vegetation types). In the conceptual on-
tology we record “Floodplain, has cover, Grassland and Shrubs and...”, which
would be added to the logical ontology as “Floodplain, has cover, a number of:
grassland, shrubs...”

3. Where there is a lack of information (e.g. a flood is less likely to occur when the
river banks are high). The solution to this is to use a scale of categories that can be
assigned meanings (e.g. high — low; less likely — probable — more likely).

Another common area of information loss occurred in domains which attempt to
model comparisons that are numerical and based on inexact relationships. For
example within the earthquake risk domain, many of the concepts in “risk assess-
ment” require comparisons to be made between the hazard (the demand) and the vul-
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nerability/resistance of the elements at risk (the capacity). This type of relationship
cannot be modelled in the triples format. Similarly, the occurrence of induced events
depends on inexact relationships between the causative and consequent event. In
addition, information loss occurred when domain experts attempted to model triples
that have conditions (e.g. an “if...then...else” statement) and tasks and processes.
These issues suggest a conceptual ontology should comprise more than a glossary and
a set of triples.

6.4 Evaluating Ontologies

Although we have identified the domain ontologies produced within Orchestra as
being incomplete and inconsistent, our set of criteria was insufficient for a robust
evaluation, as we have no means of formally testing the logical consistency of the
conceptual ontologies using the competency questions. We intend to incorporate this
feature into the tools we are developing for recording the triples more effectively. We
have since identified that the evaluation criteria will also vary depending on who is
using the ontology. The ontology producer would want their conceptual ontology to
be logically consistent, agree with purpose and scope, have well defined concepts, and
contain reused concepts and relationships only originating from authoritative sources;
and in these cases a logical ontology modeller is often required to second the evalua-
tion to ensure logical consistency, until there are more formal means of testing this.
Someone who intends to reuse an ontology, in addition to looking for the producer’s
requirements, would want to reuse an ontology produced using the de facto standard,
in a format compatible with theirs, and would perform checks to ascertain whether the
ontology has reused ontologies from credible sources or from companies with similar
interests to their own, hence, evaluation would be suited to check for this criteria.

The domain experts reported that the methodology was very systematic. This as-
sisted them in consistently recording the required information in a structure that was
common across the five risk management domains, which enhanced the potential for
interoperability. Although not all were complete and consistent (primarily caused by
the problems with scalability) the risk management conceptual ontologies reflected
the domain experts’ true interpretation of their own domains. The information was
captured without being constrained by the description logic representation of ontology
languages such as OWL, a common limitation of promoting codification in early
stages of ontology development. Our approach clearly demonstrated the benefits of
separating conceptualisation of the domain, which is captured in a conceptual ontol-
ogy, to the stages of formalising the domain in a logical ontology. The mere process
of capturing their knowledge more formally has also enlightened the domain experts
about details within their data. Previously undocumented relationships and assump-
tions have become explicit, and areas of similarity across the five risk management
domains have been identified, which will facilitate future interoperability research.

7 Conclusions and Further Work

The primary output of this research is the robust testing of our proposed methodology
for assisting domain experts to construct ontologies themselves: an exercise which has
not been reported in the literature before. Our approach successfully demonstrated the
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benefits of splitting ontology construction into two separate stages: conceptual ontol-
ogy modelling and logical ontology modelling. As a consequence, the resulting do-
main ontologies for risk management and hydrology reflected the domain experts’
interpretation of their own domain within a structure suitable for transformations into a
logical ontology but without the common restrictions and compromises forced by de-
scription logic formalities. The ontologies were also found to be more expressive (that
is, they were more than hierarchies or taxonomies) than many previous attempts by
domain experts to develop ontologies described in the literature. Evaluation of the
ontologies and feedback on the domain experts’ experiences was useful for identifying
future developments in the methodology. It firstly illustrated where further detailed
explanation was needed and secondly it identified the areas for further research. These
include the development of tools for assisting the domain expert in recording the con-
ceptual triples, for example, to identify cyclicity and facilitate formal testing through
the use of competency questions. Another area of further research concerns ontology
modularity, in order to facilitate scalability and conceptual and logical ontology reuse.
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Abstract. The problem of interpreting the trajectories of a person (user) moving
in a spatial environment is fundamental for the design of any location-based
application. We argue that in order to correctly assign a meaning to the spatial
behavior encoded by the trajectory, it is necessary to express the meaning in
terms of the user’s intentions, more specifically, the goals that the user intends
to achieve. Along the trajectory, these intentions will change frequently because
the user’s initial goal is decomposed into sequences of subgoals. The paper
proposes a representational formalism and a reasoning mechanism for
knowledge about an agent who acts according to changing intentions: spatially
grounded intentional systems. An objective consists in making the
representation as expressive as possible without running into a behavior
interpretation problem that is computationally intractable. The approach is
shown to be sufficiently expressive to model the interaction between intentions
and behavior in a location-based game, CityPoker.

1 Introduction

Location-based applications are found in a variety of contexts ranging from tourist
information (Abowd et al, 1997) and interactive geo-art (Hull, Clayton and Melamed,
2004) to mixed-reality games (Flintham et al. 2003). Basically, these applications
implement information services which run on mobile devices such as PDAs or
Smartphones. The trajectory of the user moving with the device in the spatial
environment is analyzed in order to determine what information to display. The
challenge of designing location-based applications consists in solving this
interpretation problem by exploiting knowledge about how user behavior relates to
the spatial environment in the specific problem domain. Since this knowledge